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A Dual-Branch Multiscale Transformer Network for
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Abstract— In recent years, convolutional neural networks
(CNNs) have achieved great success in hyperspectral image (HSI)
classification tasks. CNNs focus more on the local features of
HSIs. The recently emerging Transformer network has shown
great interest in the global features of HSIs. However, existing
Transformer networks only consider single-scale feature extrac-
tion and do not combine the advantages of multiscale feature
extraction and Transformer global feature extraction. To address
this issue, this article proposes a dual-branch multiscale Trans-
former (DBMST) for HSI classification. First, a large-size spectral
convolution kernel is utilized for the spectral dimension of the
hyperspectral cube for downsampling feature extraction. Next,
a channel shrink soft split module (CS3M) is proposed, which
not only solves the problem of missing local information in
large-scale tokens but also extracts shallow features and performs
dimensionality reduction on channels. Then, considering the dif-
ferent dimensions of features extracted at different scales in two
branches, a pooled activation fusion module (PAFM) is carefully
designed. Finally, the proposed DBMST is evaluated on three
commonly used HSI datasets. The experimental results show that
DBMST achieves better classification performance compared to
other advanced networks, demonstrating the effectiveness of the
proposed method in HSI classification.

Index Terms— Classification, feature extraction, hyperspectral
images (HSIs), multiscale, Transformer.

I. INTRODUCTION

WITH the rapid development of remote sensing technol-
ogy and unmanned aerial vehicle (UAV) technology,

the amount of information obtained from hyperspectral images
(HSIs) is also becoming increasingly abundant. HSIs contain
rich spatial features and continuous spectral information, with
each pixel containing thousands of continuous spectral bands,
providing generous spectral information. At present, HSIs
have been widely applied in multiple fields, such as military
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surveys [1], vegetation analysis [2], biomedical imaging [3],
and geological surveys [4]. In order to fully utilize the inher-
ent potential of hyperspectral data, various data processing
techniques have been explored, such as data compression [5],
spectral unmixing [6], object detection [7], data reconstruction
and recovery [8], and classification [9], [10], [11]. Among
these technologies, classification as a mainstream application
has attracted the attention of many researchers. In the past
decade, a large number of feature extraction methods based
on handcrafted and subspace learning were proposed for HSI
classification, such as the k-nearest neighbor method [12],
the support vector machine (SVM) [13], [14], [15], [16],
and the Bayesian estimation method [17]. In addition, some
methods for dimensionality reduction and spectral information
extraction have also been proposed; typical methods include
principal component analysis (PCA) [18], linear discriminant
analysis (LDA) [19], [20], and local preserving projection
(LPPS) [21]. However, the above methods did not fully
utilize spatial features and ignored the correlation between
adjacent pixels. In order to better learn the spatial features of
images and effectively utilize the correlation between pixels,
Sun et al. [10] fully utilized the spectral and spatial informa-
tion of HSIs and proposed a multiscale spatial–spectral kernel
method based on adjacent superpixels, which improved the
classification performance. Duan et al. [22] proposed a sparse
popular hypergraph method based on semisupervised geodesic
to improve classification performance by combining hyper-
graph embedding feature extraction and sparse representation.
The above methods are HSI classification methods based on
handcrafted and subspace learning, which require researchers
to have rich expert knowledge and require manual design of
feature extractors, thus having significant limitations. In recent
years, some HSI classification methods based on deep learning
have attracted the attention of researchers.

With the rapid development of deep learning technol-
ogy, image processing technology has also made significant
progress in various fields, promoting innovation in remote
sensing image processing technology. A large number of meth-
ods based on deep learning [23], [24], [25], [26], [27], [28],
[29] were designed for HSI classification tasks. In addition
to being applied in HSI classification, deep learning-based
networks are also used in the multimodal classification of
LiDAR data and HSIs, as well as cross-scene HSI clas-
sification methods [56], [57]. The mainstream backbone
networks include autoencoders (AEs), convolutional neural
networks (CNNs), recurrent neural networks (RNNs), generic
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adversarial networks (GANs), capsule networks (CapsNets),
graph convolutions networks (GCNs), and graph attention
networks (GATs).

Graph neural networks have achieved remarkable perfor-
mance in the field of HSI classification, as they can effectively
extract data features for classification through adjacency matri-
ces and graph nodes. Dong et al. [60] proposed WFCG for
HSI classification. WFCG combines the feature extraction
advantages of superpixel-based GAT with pixel-based CNN.
The features extracted by GAT and CNN are fused with
weighted features for classification. Li et al. [61] proposed
a multilevel superpixel-guided sparse GAT (MSG GAT) for
HSI classification. An SGAT method was proposed in MSG
GAT to simplify the architecture of GAT and reduce the risk of
overfitting while ensuring classification accuracy. To address
the high spatial complexity of GNN, Liu et al. [62] proposed
FDGC for HSI classification. A new dynamic GCN was
designed, which can adaptively capture topology information
and greatly reduce spatial complexity.

Thanks to the powerful image feature extraction capabilities
of CNNs, they have become the most popular DL backbone
network [30], [31], [32]. HSIs contain rich spatial and spectral
features, and sufficient extraction of these features can effec-
tively improve classification performance. In early research
on HSIs’ classification, many excellent CNN networks were
proposed. For example, considering that 3-D convolution can
extract spectral–spatial features, He et al. [33] proposed mul-
tiscale 3-D CNN. Usually, fixed-size convolutions are used
for feature extraction in images, but they ignore the inherent
spatial structure information of ground objects, resulting in the
loss of spatial details. Therefore, Shang et al. [37] proposed
an HSI classification method based on multiscale cross-branch
response and second-order channel attention (MCRSCA).
Zhu et al. [53] proposed a CNN DHCNet based on deformable
convolution. The deformable convolution has a dynamic recep-
tive field, which is not limited to fixed structures and avoids
the neglect of spatial structure information. Due to the limited
receptive field of convolution, in order to expand the range
of receptive fields, it is usually necessary to add additional
convolution layers to increase the network depth. As the depth
of the network increases, network convergence is hindered
and lower classification accuracy is generated. Therefore, Pao-
letti et al. [36] proposed a pyramid network of deep residuals
(PyResNet), which gradually increases the network depth in
the form of residuals and avoids the obstacles to convergence
while obtaining a large receptive field. The 3-D convolutional
paradigm has the advantage of spatial–spectral joint feature
extraction, while the 2-D convolutional paradigm has the
advantage of spatial feature extraction. The hybrid spectral
CNN (Hybrid-SN) [35] was proposed, which greatly improves
classification performance by combining the advantages of
2-D CNN and 3-D CNN in extracting spatial and spectral joint
features. In order to highlight the query pixels and correctly
extract the spatial information brought by the pixels around the
query pixels, CAN was proposed by Liu et al. [58] to design a
scaled dot product center attention module (SDPCA) for HSI
classification. It can extract spectral–spatial information from
the center pixel and pixels similar to the center pixel on the

HSI patch for HSI classification. Although CNN-based meth-
ods have strong extraction capabilities for image features and
spatial context information, they still have some limitations.
The convolution of a limited receptive field makes it impos-
sible for CNN-based methods to obtain global information.
Even by deepening the network layers, the actual receptive
field cannot achieve the global effect.

In the past two years, Transformer’s success in natural
language processing (NLP) has led to the development of
computer vision [38], [39], [40], [41] and promoted the
development of HSI classification. In the field of HSIs’
classification, many excellent Transformer methods have been
proposed. In [42], an HSI Transformer (HIT) was proposed
to obtain subtle spectral–spatial differences. This network
encodes spatial spectra along the height, width, and spec-
tral dimensions through convolutional permutators and uses
spectral adaptive 3-D convolutional mapping modules instead
of linear mapping to obtain local spatial–spectral information.
Hong et al. [43] rethought HSIs’ classification from a sequence
perspective and proposed SpectralTransformer (SF). It can
generate grouped spectral embeddings by learning spectral
information between adjacent bands of HSIs, thereby learn-
ing local spectral feature representations. Mei et al. [44]
found that when the Transformer classifies HSIs with a
large number of frequency bands, the features extracted by
multihead self-attention may exhibit excessive dispersion.
To address this issue, a group-aware hierarchical Transformer
(GAHT) for HSI classification was proposed. It constructs the
Transformer in a hierarchical manner and restricts multihead
self-attention to a local spatial environment through a grouped
pixel embedding module. Although these methods can learn
spectral semantic information well, they ignore high-frequency
information such as texture and edge. In order to better rep-
resent high-level semantic features and obtain spectral–spatial
features, Sun et al. [45] proposed a spectral–spatial feature tok-
enization Transformer (SSFTT) that extracts shallow spectral
and spatial features through a designed convolutional mod-
ule and performs feature transformation through a Gaussian
weighted feature marker. Similarly, Zhang et al. [46] proposed
a convolutional transformer mixer (CTMixer) for hyperspectral
classification, which is modeled using CNNs and Transformer
frameworks to obtain global local hyperspectral features. Next,
a group parallel residual block is constructed to extract local
spectral–spatial features, achieving an effective combination
of convolution and Transformer.

The multiscale features of images are particularly important
in HSI classification. Multiscale features can not only avoid
information loss and redundancy at a single scale and extract
richer and more comprehensive feature information to improve
classification performance but also improve generalization
performance. Multiscale feature extraction has been widely
applied in CNNs, and Zhong et al. [47], Zhang et al. [48],
Wang et al. [49], Gao et al. [50], and Lu et al. [51]
have demonstrated the importance of multiscale features in
HSIs’ classification. The Transformer network can obtain
global dependencies and extract low-frequency information
from images through the multihead self-attention module.
The Transformer methods, such as SF and SSFTT, were
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proposed for HSI classification based on single-scale feature
extraction. They only consider the extraction of single-scale
features and cannot extract multiscale features for HSI classi-
fication. In recent years, researchers have combined multiscale
feature extraction with Transformers and proposed many mul-
tiscale Transformers, such as shunted Transformer [54] and
MSNAT [59], which implements Transformer’s multiscale
feature extraction from the perspective of self-attention. In this
article, in order to better combine multiscale feature extrac-
tion with Transformer, a dual-branch multiscale Transformer
(DBMST) for HSI classification is proposed. Specifically, first,
DBMST uses 3-D spectral convolution to extract spectral
information of HSIs. Second, to achieve the division of tokens
at different scales, a channel shrink soft split module (CS3M)
is designed. Then, a token-to-token (T2T) feature extraction
module is proposed to convert tokens into images and extract
local information from the images. Next, based on the features
extracted at different scales in different branches, this article
proposes a pooled activation fusion module (PAFM) for fusion.
Finally, the fused features predict the corresponding labels for
each pixel through a linear layer.

The main contributions of this article are given as follows.
1) This article proposes a DBMST that fully utilizes the

advantages of Transformer and multiscale features, with
two branches performing feature extraction at differ-
ent scales to obtain richer discriminative features. The
proposed DBMST is a parallel DBMST for HSI classi-
fication. Experiments on three commonly used datasets
have demonstrated that the DBMST can provide good
HSI classification performance.

2) A CS3M is designed in DBMST, which is utilized for
large-scale token partitioning to avoid information loss
caused by conventional token partitioning methods for
hyperspectral data. The input channel is shrunk to reduce
the amount of parameters required for linear mapping.

3) A T2T module is proposed for replacing the
feed-forward network (FFN) in Transformer. It can
transform token into image, extract local information of
image, obtain high-frequency information, and enhance
global semantic information.

4) A PAFM module is designed for feature fusion of
different dimensions. It can fuse features at different
scales in different branches extracted by DBMST.

The remaining part of this article is arranged as follows.
In Section II, the network structure of the proposed DBMST
is introduced in detail. In Section III, the complexity analysis
of DBMST, quantitative analysis of comparative experiments,
and visual evaluation results are presented. The conclusions
are provided in Section IV.

II. METHODOLOGY

The DBMST method proposed in this article mainly
includes three modules, i.e., CS3M, the T2T local global
feature extraction module, and PAFM for feature fusion of
different dimensions.

The overall network framework is shown in Fig. 1. The input
HSIs’ data are X ∈ RH×W×L , where H , W , and L represent

the length, width, and number of bands of HSIs, respectively,
with the corresponding labels being Yi ∈ {1, 2, 3, . . . , Class}.
In order to remove spectral redundancy, PCA is first performed
to reduce the spectral dimension. Next, for the HSI classifica-
tion method based on central pixel segmentation, in order to
avoid the loss of edge information, edge filling is performed on
X to obtain X in ∈ Rh×w×b (where h × w refers to the spatial
size of the processed image and b is the number of spectral
bands after dimensionality reduction). Finally, the processed
data are sent into DBMST to extract the features.

HSIs are 3-D data, and the spectrum has sequential prop-
erties. In this article, the 3-D + 2-D structure is utilized for
shallow feature extraction of input data, which is more con-
ducive to subsequent extraction of spectral features. First, the
input data after PCA preprocessing are X in ∈ R64×1×h×w×30.
X in ∈ R64×1×h×w×30 is input into a convolutional block con-
taining a 3-D spectral convolution layer, batch normalization
layer, and rectified linear unit (ReLU) to obtain the output
feature F1 ∈ R64×64×h×w×1. This process can be represented
as

F1 = δ( fBN(X in2W 3D
+ b3D)) (1)

where δ represents the nonlinear activation function ReLU,
fBN represents the batch normalization, 2 represents the
convolution operator, and W 3D and b3D represent the weight
and bias of 3-D convolution, respectively.

DMBST is a dual-branch multiscale Transformer. The input
data obtained by the spectral processing layer have a size of
64 × 64 × h × w, where the first 64 represents the num-
ber of batches and the second 64 represents the number
of channels. In the small-scale branch, the output of the
spectral processing layer is divided by the 1 × 1 window
to obtain the input with a size 64 × 64 × (h × w) of the
small-scale branch. The input size of the large-scale branch is
64 × n × c1, which is obtained by dividing the output of the
spectral processing layer by the window with size s × s.

A. Channel Shrink Soft Split Module

In the past few years, Transformer has been applied to HSI
classification. Assuming that the data input to the network is
X in ∈ Rh×w×b. When using a Transformer for modeling, if the
scale of the token is large, there will be a problem of spatial
information loss. Furthermore, most Transformers are single
scale, which results in the inability of multiscale features
to be extracted by Transformers. Therefore, many multiscale
Transformers have been proposed by researchers in recent
years, such as the shunted Transformer [54] and CVT [55].
Shunted Transformer implements multiscale feature extraction
for Transformer from the perspective of self-attention. CVT
achieves multiscale feature extraction from the perspective
of input token scale. Its multiscale token is obtained by
mapping the input image by introducing 2-D convolutions
with size Patchsize × Patchsize. Unlike them, in this article,
the multiscale feature extraction is achieved through parallel
branches. In order to achieve multiscale Transformer to extract
richer image features and avoid the loss of spatial information
in dividing large-scale tokens, a CS3M is proposed, which
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Fig. 1. Overall structure diagram of the proposed DBMST.

utilizes window sliding algorithm to partition and obtain
large-scale input tokens. Different from CVT, we do not par-
tition large-scale input tokens through fixed size convolution
operations. The structure of CS3M is shown in Fig. 2.

In this section, a detailed introduction of the proposed
CS3M module is provided, which is composed of some
channel shrink modules and soft splitting modules. A channel
shrink block is composed of a convolutional layer, a batch
normalization layer, and a nonlinear activation layer. Its main
purpose is to shrink the channels, remove redundant channel
information, and further extract local information such as the
texture and edges of the image. Its process can be represented
as

X1 = δ( fBN(X ′

in2W 2D
+ b2D)) (2)

where δ represents the nonlinear activation function ReLU,
fBN represents the batch normalization, 2 represents the
convolution operator, W 2D and b2D represent the weight and
offset of 2-D convolution, respectively, and F1 ∈ Rh×w×c1 is
the output feature of the channel shrink block.

Usually, the spatial size h × w of F1 is small. If the
traditional token partitioning method is used to obtain the
token set Ta ∈ {t1, t2, . . . , ts}, some spatial information will
be lost, as shown in the green border area in Fig. 3(a). The
token partitioning method using soft split (SS) can avoid the
loss of some spatial information, which is shown in Fig. 3(b).
The resulting token set is Tb ∈ {t1, t2, . . . , tn}, where n > s.
Compared with traditional token partitioning methods, the SS
partitioning method can retain more information. The process

is represented as

FT = SS(F2) (3)

SS = Flatten

 w∑
j=0

h∑
i=0

Slice
(

x ( j+p,i+p)

( j,i)

) (4)

where Slice(x ( j+p,i+p)

( j,i) ) represents a token partition of p × p
size from position ( j, i) to position ( j + p, i + p) of the input
HSIs cube. Flatten(·) represents the flattening function. The
output of SS(·) is FT ∈ R64×n×c1 . The calculation process of
n and c1 can be represented as

n = patchsize_w × patchsize_h (5)
c1 = (h − patchsize_h + 1) × (w − patchsize_w + 1) × c′

(6)

where h × w refers to the spatial size of the HSIs cube,
patchsize_h and patchsize_w represent the length and width
of the token sampling window, respectively, and c represents
the number of channels after passing through CS3M.

It is worth noting that the large-scale tokens obtained by
CS3M will be dimensionally reduced through linear layers.
The calculation for linear layer training parameters is

p = Cin × Cout (7)

where p represents the calculated parameter quantity, Cin
represents the number of input channels, and Cout represents
the number of output channels.

The number of channels for the input feature F1 ∈

R64×h×w×c is c, which is shrunk by CS3M to c1, resulting
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Fig. 2. Structure diagram of CS3M.

Fig. 3. (a) Traditional token partitioning method. (b) SS.

in the output feature FT ∈ R64×n×c1 , where c > c1. According
to formulas (7) and (6), compared with the parameter quantity
without CS3M, the parameter quantity required for linear
mapping with CS3M is reduced to c1/c times. Therefore,
channel shrink not only has the advantages of shrinking
the number of channels, reducing channel redundancy, and
extracting local features of the image but also reduces the
training parameters of the network.

The size of input and output in CS3M proposed in this
article is independent of the dataset. The input and output sizes
in CS3M are the same in the Indian Pines, Pavia, Salinas, and
Houston 2013 datasets. Overall, for the proposed CS3M, the
size of the input data is 64 × 64 × h × w, where the first
64 represents the number of batches, the second 64 represents
the number of channels, and h × w represents the spatial
size of the input data. First, the input data are fed into the
channel shrink module. The feature size after channel shrink is
64 × c × h × w, where C represents the number of channels
after shrink. Then, the features after channel contraction are

input into the module SS. Finally, the output feature size of
CS3M is 64 × n × c1.

B. L-Transformer

L-Transformer is a traditional Transformer, which is shown
in Fig. 4. Traditional ViT mainly consists of multihead self-
attention, FFN, and layer normalization (LN). First, multihead
self-attention maps the input into three vectors: query, key, and
value. Next, perform point multiplication on the query vector
and key vector to obtain a correlation matrix. Then, softmax
activation is performed on the obtained correlation matrix.
In order to alleviate the gradient disappearance caused by the
softmax function, the correlation matrix is scaled before using
softMax. The multihead self-attention can be represented as

Attention(Q, K , V ) = SoftMax
(

QK T

√
Dk

)
V (8)

MultiHeadAttn(Q, K , V ) = Concat(head1, . . . , headH )W o

(9)

headi = Attention
(

QW Q
i , K W K

i , V W V
i

)
(10)

where Q, K , and V represent the query vector, the key vector,
and the value vector, respectively, SoftMax(·) represents the
SoftMax activation function,

√
DK represents the contraction

coefficient, Concat represents the cascade function, W o

represents the weight of linear mapping, and W j
i represents

the i th attention information of the j th vector.
The forward propagation network FFN is composed of two

layers and a multilayer perceptron, which can mine the non-
linear relationship of features and enhance the representation
ability of features.

First, the feature with size 64 × n × c1 obtained through
the CS3M module is used as input for the L-Transformer.
Finally, the size of the features extracted through multihead
self-attention and FFN is 64 × n × c1.

C. Token-to-Token Feature Extraction Module

In this section, a T2T module is constructed. The FFN
of the traditional L-Transformer is replaced with the T2T
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Fig. 4. L-Transformer structure diagram.

module, and named S-Transformer, which is a Transformer
for small-scale token feature extraction. The T2T structure of
the S-Transformer is shown in Fig. 5. Compared to FFN, T2T
extracts features from feature matrices, while FFN extracts
features from feature vectors. The feature vector only has two
positional relationships; the positional relationships of the fea-
ture matrix are more abundant, which are more closely related
to the spatial structure of the image. Through convolutional
blocks, more abundant local features can be extracted.

In this section, a detailed introduction to the T2T module
is provided. T2T includes token to image (T2I), image feature
extraction, and image to token (I2T). The input of T2T is
a small-scale token divided by a 1 × 1 window. The size
of the input feature is 64 × N × C . First, the input feature
Fin ∈ R64×N×C goes through LN, multihead self-attention,
and residual connection to obtain the intermediate feature
Fm ∈ R64×N×C . In the T2I stage, the intermediate feature
Fm ∈ R64×N×C is converted from a feature vector to a
feature matrix. Compared with the feature vector, the feature
matrix has more spatial location information and can extract
more local information. It is worth noting that in order to
preserve category information, before converting the feature
vector to the feature matrix, we separate Cls-Token from Fm ∈

R64×N×C to obtain FC ∈ R64×1×C and F ′
m ∈ R64×(N−1)×C .

Then, F ′
m ∈ R64×(N−1)×C obtains feature FI ∈ R64×C×h×w

through T2I. The process of T2I is represented as

FI = Reshape
(
Separate

([
F ′

m, FC
]))

(11)

where F ′
m represents the feature token, FC represents the

classification token, Separate(·) represents the separation oper-
ation, used to separate the feature token from the classification
token, and FI is the feature image after the Reshape(·)
conversion operation.

In order to reduce overfitting and avoid gradient disappear-
ance, the residual connection is added to the feature extraction
stage. In the feature extraction stage, first, FI ∈ R64×C×h×w

extracts local information through 2-D convolutional blocks
to obtain F ′

I ∈ R64×C×h×w. Then, global feature enhancement
is performed on the obtained F ′

I ∈ R64×C×h×w through mean
pooling, batch normalization, and residual connection layers to
obtain Fe ∈ R64×C×h×w. The process of the feature extraction
can be represented as

F ′

I = fBN(δG(FI 8W 2D
+ b2D)) (12)

where δG represents the Gaussian error linear unit (GELU),
fBN represents batch normalization, and 8, W 2D , and b2D are

convolution operators, weights, and biases, respectively,

F ′′

I = fBN
(

fAvgpool
(

fBN
(

fAvgpool
(

F ′

I

)
+ F ′

I

))
+ F ′

I

)
(13)

F ′′′

I = δG
(

fBN
(

F ′′

I 2W 2D
+ b2D))

(14)

Fe = δG
([

fAvgpool
(

F ′′′

I

)
2W 2D

+ b2D])
(15)

where fAvgpool and fBN represent mean pooling and batch
normalization, respectively, while δG is a GELU.

Usually, features in a Transformer are transmitted in the
form of vectors. Therefore, we need to convert Fe ∈

R64×C×h×w from the structure of the matrix to a vector token,
that is, the feature matrix Fe ∈ R64×C×h×w is transformed into
the feature vector F ′

m ∈ R64×(N−1)×C . Then, cascade the results
with Cls-Token FC ∈ R64×1×C . Finally, a layer of MLP is used
to obtain the nonlinear relationship of features, enhance feature
representation, and obtain output feature Fs ∈ R64×N×C . The
process of I2T can be represented as

F ′′

m = Concatenate
([

Flatten
(

F ′

m

)
, FC

])
(16)

Fs = δG
(

fLN
(

F ′′

m ∗ W + b
))

(17)

where Flatten(·) represents the flattening function used to
convert a 2-D image into a 1-D vector, Concatenate(·) is the
cascading function, and W and b are the weights and biases
of the linear mapping.

D. Pooled Activation Fusion Module

DBMST includes two branches, namely, the L-Transformer
branch and the S-Transformer branch. It is worth noting
that their inputs are tokens of two different scales, which
means that the output feature dimensions obtained by the
two Transformer modules are different, making it difficult
for features to be directly fused. In this article, a PAFM is
proposed. It adopts the adaptive mean pooling to downsample
two output features to the same dimension for weighted fusion,
which is shown in Fig. 6.

Specifically, in order to better fuse the two image features,
we first perform adaptive mean pooling on the two input
features Fs ∈ R64×n1×c2 and Fl ∈ R64×n2×c2 , downsampling
the sequence of n1 and n2 to the same length n and obtain
F ′

s ∈ R64×n×c2 and F ′
l ∈ R64×n×c2 . Next, extend the dimen-

sions of features F ′
s ∈ R64×n×c2 and F ′

l ∈ R64×n×c2 after
adaptive pooling to obtain features F ′′

s ∈ R64×1×n×c2 and
F ′′

s ∈ R64×1×n×c2 . Then, stack along the extended dimensions
to obtain the feature Fz ∈ R64×2×n×c2 . Finally, softmax
activation is performed on the stacked features along the
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Fig. 5. Structure diagram of T2T.

Fig. 6. Structure of PAFM.

stacking dimension to obtain the weight matrices of the two
features, and the two matrices are weighted and fused with
the corresponding features after adaptive pooling. The PAFM
process can be represented as

Fz = Stack
[
ζ((φz=min{n1,n2}(Fs))), ζ((φz=min{n1,n2}(FL)))

]
(18)

F =
eFz∑n
i=1 eFi

⊗ (φ(Fs) + φ(FL)) (19)

where φz=min{n1,n2}(·) represents the adaptive mean pooling
function, the pooled dimension is the minimum of n1 and n2,
ζ(·) represents the dimension extension function, Stack(·) is a
tensor stacking operation, and ⊗ represents feature weighting.

E. Implementation Details

In this section, the implementation details of the pro-
posed network DBMST are provided. Taking the Indian Pines
dataset as an example, the size of the Indian Pines dataset is
145 × 145 × 200. First, the output size of the data after PCA
preprocessing and 3-D cube partitioning is 11 × 11 × 30,
obtaining the input X ∈ R64×1×11×11×30 of the network. Then,
input X into Conv3D with 64 convolutional kernels and a
size of 1 × 1 × 30 for spectral feature extraction to obtain
Fx ∈ R64×64×11×11. Next, Fx ∈ R64×64×11×11 is input into the
small-scale branch and the large-scale branch, respectively.
In the small-scale branch, the features are first divided into

1 × 1 small-scale token to obtain F1×1 ∈ R64×n1×c1 . Then,
input the obtained small-scale token into the S-Transformer.
The T2T in S-Transformer converts token to Image, extracts
and enhances features through convolution and pooling, and
then converts image to token. Finally, small-scale branching
is used to obtain feature Fs ∈ R64×n1×c2 . In large-scale
branches, first, CS3M divided feature Fx ∈ R64×64×11×11 into
large-scale tokens with a scale of 5 × 5 and shrunk the
channels to obtain F5×5 ∈ R64×n2×c′

1 . Then, the large-scale
token F5×5 ∈ R64×n2×c′

1 is input into the L-Transformer, which
is worth noting as a traditional Transformer network used for
global information modeling. Finally, feature Fl ∈ R64×n2×c2

is obtained by large-scale branching. Two branches of tokens
with different scales are extracted into features Fs ∈ R64×n1×c2

and Fl ∈ R64×n2×c2 , and then, the two features are fused
through the PAFM module to obtain the fused features. Finally,
the predicted category of samples is output through a linear
layer. The process of the proposed DBMST is described in
Algorithm 1.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Dataset Description

To verify the generalization ability of the proposed DBMST,
three common datasets were used for some experiments,
including the Indian Pines dataset, the Pavia dataset, and the
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Algorithm 1 Implementation Process of DBMST
Input: HSI image data X ∈ RH×W×L with label Y ∈ RH×W ,
PCA parameter b = 30, and spatial size s = 11. Set the Adam
optimizer and learning rate r=0.0005, select batch size B=64
and training iterations T=200
Output: The classification accuracy and visual classification
map of each category.
1. Firstly, perform PCA processing on HSIs data, then perform
edge filling, slice and extract cubes according to the spatial
size s, and obtain the processed data x ∈ R64×1×11×11×30.
2. for T=1 to 200 do
3. Select x to execute Conv3D and obtain Fx ∈ R64×64×11×11

4. Divide Fx ∈ R64×64×11×11 into tokens on a scale of 1×1 in
small-scale branches to obtain F1×1 ∈ R64×n1×c1 .Among them,
the first 64 represents the number of batches, and the second
64 represents the number of channels.
5. Input feature F1×1 ∈ R64×n1×c1 into S-Transformer
6. Transform between Token and Image using the T2T module
in S-Transformer to extract local features and enhance global
features
7. S-Transformer output feature Fs ∈ R64×n1×c2

8. In the large-scale branch, Fx ∈ R64×64×11×11 is divided into
large-scale Token F5×5 ∈ R64×n2×c′

1 by module CS3M accord-
ing to a scale of 5×5. Among them, the first 64 represents the
number of batches, and the second 64 represents the number
of channels
9. Large scale Token F5×5 ∈ R64×n2×c′

1 is input into
L-Transformer to obtain output feature Fl ∈ R64×n2×c2

10. Fs ∈ R64×n1×c2 and Fl ∈ R64×n2×c2 are fused through
PAFM
11. The fused features are extracted through linear layers
12. Output classification labels
13. end for
14. Save the parameters of the optimal model, obtain the
classification accuracy of labeled samples, and visualize the
classification map of feature categories.

Salinas dataset. The category names and data divisions of all
datasets are shown in Tables I–IV, respectively.

1) Indian Pines Dataset: The HSIs’ data captured by
the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS)
sensor in 1992 included 145 × 145 pixels and 224 spec-
tral bands, leaving 200 wavebands after removing the water
absorption and low signal-to-noise ratio bands.

2) Pavia Dataset: The dataset is obtained by the catoptrics
spectral image system (ROSIS-3), which contains 115 spectral
bands with wavelengths ranging from 0.43 to 0.86 µm The
image space size is 610 × 340, including nine types of ground
cover, with 103 bands remaining after removing the water
absorption band and low signal-to-noise ratio band.

3) Salinas Dataset: Over the Salinas Valley, the HSI data
captured by the AVIRIS sensor have an image space size
of 512 × 217, containing 224 spectral bands. Remove the
noise bands 108–112, 154–167, and 224, and there are still
200 spectral bands left. Salinas has a spatial resolution of 3.7 m
and includes 16 types of ground cover.

TABLE I
CATEGORY NAMES AND NUMBER OF DATA SAMPLES DIVIDED

IN THE INDIAN PINES DATASET

TABLE II
CATEGORY NAMES AND NUMBER OF DATA SAMPLES DIVIDED

IN THE PAVIA DATASET

4) Houston2013 Dataset: The Houston 2013 dataset con-
tains 15 types of land cover, collected by the HSI analysis
team and NCALM on the University of Houston campus and
nearby urban areas. A total of 144 spectral bands are included,
and the image space size is 349 × 1905.

B. Experimental Setup

1) Evaluation Indicators: For HSI classification, there
are three commonly used performance evaluation indicators,
namely, overall classification accuracy (OA), average accuracy
(AA), and kappa coefficient (kappa). Assume that the confu-
sion matrix H = (ai, j )n×n , where n is the number of categories
and ai, j is the number of categories j , is divided into i . The
calculation of OA is

OA =

∑n
i=1 ai, j

M
× 100% (20)

where M represents the total number of samples and OA
represents the percentage of accurately classified samples to
the total number of samples.

Authorized licensed use limited to: Harbin Engineering Univ Library. Downloaded on January 30,2024 at 05:25:22 UTC from IEEE Xplore.  Restrictions apply. 



SHI et al.: DUAL-BRANCH MULTISCALE TRANSFORMER NETWORK FOR HSI CLASSIFICATION 5504520

TABLE III
CATEGORY NAMES AND NUMBER OF DATA SAMPLES

DIVIDED FOR THE SALINAS DATASET

TABLE IV
CATEGORY NAMES AND NUMBER OF DATA SAMPLES

DIVIDED FOR THE HOUSTON2013 DATASET

The average classification accuracy represents the average
classification accuracy of each category, and the calculation of
AA is

AA =
1
n

n∑
i=1

ai, j∑n
j=1 ai, j

. (21)

The calculation of the kappa matrix is

kappa =

∑n
i=1 ai,i −

∑n
i=1 (ai,_a_, j )

M

M −

∑n
i=1 (ai,_a_, j )

M

(22)

where ai,_ and a_, j denote all the column elements of row i
and all the row elements of column j , respectively.

2) Comparison Methods: In order to evaluate the effec-
tiveness of the proposed method, some advanced HSI
classification methods are chosen for comparison. The
classification methods based on CNNs include LS2CM-
Res [34], FADCNN [60], HybridSN [35], PyResNet [36],
and MCRSCA [37]. Transformer-based classification meth-
ods include VIT [52], SSTN [47], SSFTT [45], Spectral-
Former [43], HIT [42], GAHT [44], and CTMixer [46].
HybridSN is a hybrid CNN network that combines 2DCNN
and 3DCNN. PyResNet is a residual classification net-
work composed of three pyramid bottleneck residual blocks
and convolutional layers. MCRSCA is an HSI classification
method based on MCRSCA. Unlike the above methods,
LS2CM-Res is a lightweight classification method that
replaces the convolutional layer with a lightweight spec-
tral space convolutional module (LS2CM). VIT is a classic
visual Transformer classification network. SSTN is a spec-
tral space Transformer, which determines the hierarchical
operation selection and block level order of the network
through the factorization architecture search (FAS) framework.
SpectralFormer rethinks the HSIs’ classification problem from
the perspective of spectral sequence attributes and con-
structs a Transformer-based classification network. Unlike
the Transformer-based methods mentioned above, HIT and
CTMixer are hybrid classification methods that combine CNN
and Transformer. GAHT proposed a grouped pixel embedding
module and constructed a Transformer classification network
in a hierarchical manner.

3) Implementation Details: The method proposed in this
article is implemented on the Python platform and uses a
desktop PC with an Intel1 Core2 i9-9900K CPU, NVIDIA
GeForce RTX 3090TiGPU, and 128-GB random access mem-
ory. The Adam optimizer is used, and the batch size, initial
learning rate, and training rounds are set to 64, 5e-3, and 200,
respectively.

For a fair comparison, all experiments in this article were
conducted in the same experimental environment, and all
experimental results were taken as the average of 20 experi-
ments.

C. Model Analysis

1) Some Ablation Experiments:
a) Some ablation experiments for PAFM module: Com-

pared to single-scale Transformers, multiscale Transformers
contain more abundant classification features. Due to the dif-
ferent dimensions of feature extraction by branches at different
scales, additive fusion cannot be performed. To solve the prob-
lem of branch feature fusion at different scales, we propose
a PAFM module that can assign weights to the features of
different scale branches and perform additive fusion. In order
to verify the effectiveness of PAFM, this article conducted
some ablation experiments on four datasets: Indian Pines,
Salinas, Pavia, and Houston2013. The results are shown in
Table V. From the table, it can be seen that on the Indian
Pines dataset, the average classification accuracy with PAFM

1Registered trademark.
2Trademarked.
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is 1.33% higher than that without PAFM. For the Salinas
dataset, without PAFM, the average classification accuracy
would decrease by 0.44%. For the Pavia dataset, compared to
the absence of PAFM, the classification with PAFM improved
by 1.44%. For the Houston2013 dataset, compared to the
absence of PAFM, the classification with PAFM improved
by 0.35%.In summary, the ablation experiments of the PAFM
module on four datasets have demonstrated the effectiveness
of PAFM.

b) Some ablation experiments of the proposed DBMST:
The DBMST proposed in this article is a multiscale Trans-
former network, which mainly includes PAFM, T2T, and
CS3M. CS3M is used to implement large-scale token divi-
sion, shrink channel information, and avoid redundancy. T2T
replaces the FFN of the S-Transformer and is used to extract
contextual information. PAFM is used to solve the problem of
the fusion of features extracted from different scale branches.
To verify the validity of the above components, we conducted
an ablation study on three commonly used datasets. The results
of the ablation experiments are shown in Table VI. In the
first case, the network has only a single-scale token as input,
and the final classification accuracy is the worst on all four
datasets. In the second case, the network is a multiscale
token as input, and the classification effect is substantially
improved on all four datasets, with the largest improvement
of 3.56% on the Pavia dataset. In the third case, the network
contains multiscale strategy, PAFM and T2T modules, and the
classification accuracy is improved slightly in the four datasets.
In the fourth case, the network contains the multiscale strategy,
PAFM and CS3M modules, and the average classification
accuracy OA is improved by 0.65%, 0.4%, 0.49%, and 0.10%
on the Indian Pines, Salinas, Pavia, and Houston2013 datasets,
respectively. In the last case, the network achieves optimal
classification on all three datasets when the network contains
all the components. The results of the ablation experiments
fully demonstrate the effectiveness of the above components.

2) Parameter Sensitivity Analysis: For deep learning net-
works, parameter settings have an impact on the performance
of the network. Among them, the learning rate and batch
size directly determine the effectiveness of weight updates.
Analyzed from the perspective of model optimization, the
learning rate and the batch size are important parameters
that affect the convergence of the model. The learning rate
determines the convergence of the model, and the batch
size affects the generalization performance of the model.
To explore the optimal combination of learning rate and batch
size suitable for DBMST, we conducted experiments on four
datasets with different combinations of learning rates and
batch sizes, where the chosen learning rate combination is
{1e − 4, 5e − 4, 1e − 3, 5e − 3} and the batch size combina-
tion is {128, 64, 32, 16}. The experimental results are shown
in Fig. 7.

For the Indian Pines dataset, a trend of increasing and
then decreasing OA values can be observed as the batch size
increases. The maximum value is taken at the batch size of
64, as shown in Fig. 7(a). In the Salinas dataset, it shows
a phenomenon that the OA value becomes larger and then
smaller as the learning rate becomes larger. The optimal OA

Fig. 7. Experimental results for different combinations of learning rates
and batch sizes on four datasets. (a) Indian Pines dataset. (b) Salinas dataset.
(c) Pavia dataset. (d) Houston 2013 dataset.

Fig. 8. Impact of different input space sizes on classification accuracy.

result can be taken at a learning rate of 5e − 4, as shown
in Fig. 7(b). In the Pavia dataset, the optimal combination of
batch size and learning rate is 64 and 5e − 4, as shown in
Fig. 7(c). In the Houston 2013 data, it can be observed that
when the learning rate is fixed, the OA value first increases and
then decreases with the increase in the number of batches. The
optimal result is achieved when the number of batches is 64,
as shown in Fig. 7(d). In summary, we choose 5e − 4 and
64 as the learning rate and batch size of DBMST.

3) Different Input Space Sizes: For the HSI classification
task, the input to the network is usually a 3-D cube obtained
by slicing. Therefore, there is also a large impact of different
input space sizes on the classification performance. In order to
explore the optimal input space size of the network on different
datasets, some experiments were carried out on these datasets.
The input space sizes chosen for the experiments are 7 × 7,
9 × 9, 11 × 11, 13 × 13, 15 × 15, 17 × 17, and 19 × 19,
respectively. The experimental results are shown in Fig. 8.

For the Indian Pines dataset, the OA values show a
tendency to increase and then decrease as the input network
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TABLE V
IMPACT OF THE PROPOSED PAFM MODULE ON OA ON DIFFERENT DATASETS (%)

TABLE VI
IMPACT OF DIFFERENT MODULES ON NETWORK OA VALUES (%)

TABLE VII
CLASSIFICATION RESULTS ON THE INDIAN PINES DATASET (THE BEST CLASSIFICATION RESULTS ARE BOLDED)

size increases. The peak of OA is reached when the input
space size is 11 × 11. For the Pavia dataset, the input space
becomes larger and two local extreme points appear for OA
values, which are input space sizes of 11 × 11 and 15 × 15.
From the overall point of view, the OA value shows a trend
of increasing and then decreasing, with the maximum value
at the extreme point 11 × 11. For the Salinas dataset, the
OA values increase as the input space becomes larger. For
the Houston 2013 dataset, the OA values show a tendency
to increase and then decrease as the input network size
increases. The peak of OA is reached when the input space
size is 11 × 11. From Fig. 7, we can see that the growth rate
of OA values before 11 × 11 is fast and the growth of OA
values after 11 × 11 becomes slow. In summary, we choose
the input of 11 × 11 space size as the input of the network
for all four datasets.

4) Different Scales’ Token: The proposed DBMST is a
multiscale Transformer, and different scales of tokens also
have an impact on the classification effect of the network.
To explore the optimal scale token, some experiments were
conducted on four datasets. The token scale size chosen for
the experiment is {3 × 3, 5 × 5, 7 × 7, 9 × 9}. The results
are shown in Fig. 9. For the Indian Pines dataset, the OA value
first increases and then decreases as the adopted token scale
becomes larger. The OA reaches its maximum value when the
token scale is 5 × 5. For the Pavia dataset, it is obvious that
the best classification accuracy is obtained when the token
scale is at 5 × 5. For the Salinas dataset, the OA decreases
as the scale of token increases, but the OA at the scales of
3 × 3 and 5 × 5 does not have a large difference. For the
Houston2013 dataset, the OA value first increases and then
decreases as the adopted token scale becomes larger. The OA
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TABLE VIII
CLASSIFICATION RESULTS ON THE PAVIA DATASET (THE BEST CLASSIFICATION RESULTS ARE BOLDED)

Fig. 9. Impact of the token with different scales on classification accuracy.

reaches its maximum value when the token scale is 5 × 5.
In summary, in the four datasets, we choose the token of
5 × 5 as the input of the large-scale branch Transformer.

D. Analysis of Results

1) Quantitative Analysis: Tables VII–X give the classi-
fication results of OA, AA, kappa, and each category of
the Indian Pines, Pavia, Salinas, and Houston2013 datasets,
respectively. A rough observation shows that both Transformer
and CNN-based methods achieve better classification results.
Compared with other methods, the proposed method in this
article has the highest OA on the three datasets. Specifically,
among the CNN-based methods, 3-D CNN and PyResNet are
less effective in classification. The main reason is that the
network structure is simple and fewer features with discrimina-
tive properties are extracted, so the classification performance
of the model is poor. Hybrid-SN combines 2DCNN and
3DCNN for extracting spatial features and spatial–spectral
features, respectively, and, finally, achieves better classification
results. LS2CM-Res designed an LS2CM instead of standard
convolution and obtained better classification results. CTMixer
constructs a two-branch network to extract global–local spec-
tral features by combining convolution and Transformer.
Similar to CTMixer, SSFTT is also a Transformer-based

classification method. SSFTT designed a Gaussian feature
weight module to extract advanced semantic features. Among
the Transformer-based methods, SSFTT, SSTN, and CTMixer
achieved better classification results on all four datasets, and
the classification accuracy on the Indian Pines dataset was
higher than most of the CNN-based methods.

Finally, the analysis shows that the classification method
proposed in this article, which combines multiscale features
with Transformer, finally obtains the best classification results
among CNN- and Transformer-based methods. Compared with
the best CNNs method for classification in CNNs, the OA
values of the proposed method in this article are higher,
1.11%, 0.61%, and 2.05%, respectively, on the four datasets.
Compared with the Transformer-based classification method,
the OA values are higher than the best classification method
on the three datasets, 0.75%, 0.87%, and 3.30%, respectively.
On the Indian Pines dataset, the worst classification result is
obtained by SF with an OA value of 81.52%. The reason is
that SF only considers the spectral information of HSIs for
classification. Although the OA of SF is not satisfactory, on the
Pavia dataset, SF achieved suboptimal classification results
for the ninth category, only lower than the optimal classifi-
cation accuracy of SSTN and MCRSCA. The classification
performance of GAHT is poor on the Indian Pines, Pavia,
and Salinas datasets, but the classification accuracy on the
Houston dataset is higher than the three classification methods
of MCRSCA, SF, and HIT. In the Indian Pines dataset, the
proposed method in this article achieves the best results of all
compared methods in nine categories, including Corn-notill
and Grass-trees. In the Pavia dataset, DBMST achieved the
highest classification accuracy in six categories compared to
other methods. In the Salinas dataset, our proposed method,
compared to other comparison methods, achieves the highest
classification accuracy in 11 categories. In categories 5, 13,
and 16 of the Salinas dataset, not only is the classification
accuracy the highest among all methods, but the OA value
is also very close to 100%. In the Houston 2013 dataset,
compared with other methods, the six subcategories proposed
in this article achieved the best classification accuracy. This
also fully proved that the multiscale Transformer proposed in
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Fig. 10. Classification maps of each method on the Indian Pines dataset, with OA values in brackets. (a) Pseudocolor map. (b) Ground-truth map.
(c)–(n) LS2CM-Res (97.73%), PyResNet (91.87%), HybridSN (95.83%), MCRSCA (92.43%), FADCNN(96.60), VIT (93.10%), SF (81.52%), SSTN (98.04%),
HIT (90.46%), GAHT (83.82%), CTMixer (98.07%), and SSFTT (98.07), respectively. (o) DBMST (98.84%).

Fig. 11. Classification maps of each method on the Pavia dataset, with OA values in brackets. (a) Pseudocolor map. (b) Ground-truth map. (c)–(n) LS2CM-Res
(97.47%), PyResNet (88.82%), HybridSN (94.62%), MCRSCA (94.91%), FADCNN (93.05), VIT (90.21%), SF (81.16%), SSTN (92.62%), HIT (86.62%),
GAHT (86.68%), CTMixer (96.82%), and SSFTT (96.57), respectively. (o) DBMST (97.69%).

this article, by combining multiscale features and Transformer,
can extract more discriminative features.

2) Visual Assessment: Figs. 10–13 show the maps of clas-
sification results for all methods on the Indian Pines, Pavia,
Salinas, and Houston2013 datasets, respectively. The results
show that the classification map of DBMST proposed in this

article is closest to the real feature results. Due to the good
local feature extraction ability of CNNs, it is not difficult
to find that some CNN-based classification result maps are
smoother, such as LS2CM-Res and HybridSN. Due to the
LS2CM model design in LS2CM-Res and the network design
of HybridSN combined with 2DCNN and 3DCNN, both of
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Fig. 12. Classification maps of each method on the Salinas dataset. (a) Pseudocolor map. (b) Ground-truth map. (c)–(n) LS2CM-Res (96.92%), PyResNet
(96.18%), HybridSN (97.94%), MCRSCA (91.80%), FADCNN(97.86), VIT (93.30), SF (88.01%), SSTN (95.67%), HIT (93.51%), GAHT (91.50%), CTMixer
(95.67%), and SSFTT (98.25), respectively. (o) for DBMST (98.97%).

them are able to extract rich spectral–spatial information.
Transformer is able to acquire global dependencies and extract
low-frequency information of images. The importance of
multiscale features is ignored in current Transformer-based
HSIs’ classification methods, and only feature extraction at
a single scale is considered, for example, the adjacent parts of
Grass-pasture and Soybean-notill in the Indians Pines dataset
are easily confused, leading to misclassification. Since the
input of the Transformer is a vector, the contextual information
of the image is not available, so it is unfriendly to classify
some small targets, such as Self-Blocking Bricks and Bitumen
in the Pavia dataset. The DBMST proposed in this article, from
a multiscale perspective, designs the Transformer framework,
converts the input vector of the Transformer into an image
in the feature extraction process, and extracts the contextual

information of the image, and it can be found through visual
analysis that the effectiveness of the method proposed in this
article can be verified on all four datasets.

Figs. 14–17 show the visualization of the distribution of
t-distributed stochastic neighbor embedding (t-SNE) data for
the four methods with the best classification results on dif-
ferent datasets. It can be seen that in the Indian Pines
dataset, compared with the other three methods, the proposed
method in this article has the best clustering results with
large interclass distances, small intraclass distances, and low
confusion between classes. On the Pavia dataset, DBMST has
a smaller intraclass distance and better classification in the
class represented by the orange particles compared to the other
three methods. In the Salinas dataset, our proposed method
still achieves optimal clustering results compared to other
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Fig. 13. Classification maps of each method on the Houston dataset. (a) Pseudocolor map. (b) Ground-truth map. (c)–(n) LS2CM-Res (95.66%), PyResNet
(94.93%), HybridSN (95.94%), MCRSCA (86.06%), FADCNN (95.64), VIT (94.88), SF (84.83%), SSTN (92.17%), HIT (89.96%), GAHT (89.92%), CTMixer
(95.40%), and SSFTT (97.43), respectively. (o) DBMST (97.72%).
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TABLE IX
CLASSIFICATION RESULTS ON THE SALINAS DATASET (OPTIMAL CLASSIFICATION RESULTS ARE BOLDED)

Fig. 14. Visualization of t-SNE data analysis on the Indian Pines dataset. (a)–(d) LS2CM-Res, SSTN, CTMixer, and DBMST, respectively.

Fig. 15. Visualization maps of t-SNE data analysis on the Pavia dataset. (a)–(d) LS2CM-Res, SSTN, CTMixer, and DBMST, respectively.

Fig. 16. Visualization of t-SNE data analysis on the Salinas dataset. (a)–(d) LS2CM-Res, SSTN, CTMixer, and DBMST, respectively.

methods. Through observation, it can be found that in the
Houston dataset, the intraclass distance of CTMixer is larger

than that of the method proposed in this article, while the
interclass distance is smaller. The method proposed in this
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Fig. 17. Visualization of t-SNE data analysis on the Houston dataset. (a)–(d) LS2CM-Res, SSTN, CTMixer, and DBMST, respectively.

TABLE X
CLASSIFICATION RESULTS ON THE HOUSTON DATASET (OPTIMAL CLASSIFICATION RESULTS ARE BOLDED)

TABLE XI
TRAINING TIME (S) AND TESTING TIME (S) OF EACH METHOD ON THE FOUR DATASETS

article has a larger interclass distance compared to LS2CM-
Res and SSTN, making it easier for different categories to
be correctly classified. In summary, the visual results from
the clustering perspective on the three datasets validate the
effectiveness of our proposed method.

3) Analysis of Model complexity: In order to better illustrate
the impact of CS3M on model parameters in different datasets,
this article presents the parameter impact of CS3M on four
different datasets using radar charts. As shown in Fig. 18,
it can be observed that with CS3M, the network parameters
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Fig. 18. Impact of CS3M on model parameters on different datasets.

are fewer than that without CS3M. According to the distance
between the red lines with CS3M and the blue lines without
CS3M in this graph, it can be analyzed that CS3M has a
significant impact on the parameter quantity of the network
model, further demonstrating the effectiveness of the proposed
method in this article.

In order to evaluate the network complexity of the proposed
methods, this article analyzes the complexity of the models in
terms of training and testing time. Table XI shows the training
time and the testing time of each method on the four datasets.
As shown in Table XI, the training time of DBMST is the
optimal result in the Indian Pines dataset, and the testing time,
although not optimal, is also the suboptimal result. In the
Pavia dataset, DBMST has the shortest training time, and
the test time exceeds 80% of the comparison methods, just
below LS2CM-Res and VIT. The reason is that LS2CM-Res
is a classification method designed with the goal of being
lightweight, so it has a shorter training time and testing
time. In the Salinas dataset, the training time of the proposed
DBMST is optimal. In the Houston 2013 dataset, the testing
and training times of the method proposed in this article are
only lower than the LS2CM Res, FADCNN, and SSFTT meth-
ods and are superior to the remaining nine methods Therefore,
considering three different datasets together, the network
complexity of the proposed DBMST is the best among all
methods.

IV. CONCLUSION

In this article, a DBMST network is proposed for HSI classi-
fication from a multiscale perspective. First, DBMST proposes
the CS3M for HSIs to achieve large-scale token partitioning
and avoid the loss of spatially adjacent information. Then,
considering that the input of the Transformer is a vector after
flattening, the T2T local–global feature extraction module is
designed for small-scale branches to transform tokens into
images and extract the contextual information of images.
Finally, the PAFM for feature fusion in different scale branches
is proposed for different dimensionality of extracted features.
In order to verify the effectiveness of the proposed method,
a large number of quantitative experiments and visual analyses
were conducted on three datasets, and the experimental results

proved the effectiveness of the DBMST method proposed in
this article. In future work, we will continue to explore the
extraction of multiscale features in the Transformer and try
to combine Transformer with other networks to improve the
Transformer structure.
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